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This article introduced data fission (Leiner et al. 2023), a valu-
able methodology for post-selection inference. While the article
focused on the supervised setting, we explore its potential for
unsupervised applications. In single-cell RNA-seq data analysis,
identifying cell-type marker genes typically involves clustering
cells followed by testing each gene for overexpression in each
cluster, leading to a “double-dipping” issue that inflates false the
discovery rate (FDR) (Zhang, Kamath, and David 2019; Neufeld
et al. 2022; Song et al. 2023). One method to address this issue is
countsplit (Neufeld et al. 2022), a form of data thinning (Neufeld
et al. 2024) conceptually similar to data fission, which splits data
points to allow clustering and marker identification on separate
datasets.

Specifically, data fission requires the decomposition of data X
into f (X) and g(X) to satisfy one of the following two properties:

(P1) f (X) and g(X) are independent with known distributions1;
or

(P2) f (X) has a known marginal distribution, and g(X) has a
known conditional distribution given f (X).2

Then f (X) is used for selection, and g(X) for inference, using
either g(X) under (P1) or g(X)|f (X) under (P2). In single-
cell RNA-seq data analysis, a negative binomial distribution is
typically assumed for each data point,3 and only (P2) holds if
data fission splits the data points using binomial sampling (see
Appendix A of Leiner et al. 2023). However, deriving g(X)|f (X)

for single-cell RNA-seq data can be challenging.
In detail, we use X = [Xij] ∈ R

n×p to represent a single-
cell RNA-seq gene expression matrix, where n is the number
of cells, p is the number of genes, and Z = (Z1, . . . , Zn)�
denotes the unobserved cell types. Ideally, Z would be used to
test whether gene j is a marker gene. However, in practice, the

CONTACT Jingyi Jessica Li jli@stat.ucla.edu Department of Statistics and Data Science, University of California, Los Angeles, 520 Portola Pl., 8125 Math Sciences
Bldg., Los Angeles, CA 90095-1554.
1up to the unknown θ
2up to the unknown θ
3The negative binomial distribution is assumed in the data thinning paper (Neufeld et al. 2024), while a Poisson distribution was assumed in the same authors’

previous countsplit paper (Neufeld et al. 2022).

test is based on the cluster labels ̂Z = (̂Z1, . . . ,̂Zn)�. With
data fission, clustering is performed on f (X), resulting in ̂Z =
C(f (X)), where C(·) represents the clustering function, and tests
are conducted on g(X). Since ̂Z �= Z, bias may arise, affecting
FDR control. With knowledge of g(X)|f (X), or g(X)|C(f (X)),
debiasing can be performed. However, in single-cell RNA-seq
data, the complex dependency structure of genes (e.g., gene-
gene correlations (Song et al. 2023)) often makes g(X)|f (X)

and g(X)|C(f (X)) intractable to compute in practice. The only
exceptions where debiasing is unnecessary are the ideal case
where clustering is perfect, meaning ̂Z = Z, and a less ideal, yet
hardly realistic, case where ̂Z is independent of the non-marker
genes. In this latter case, the non-marker genes are not involved
in the clustering process, and such independence ensures no
FDR inflation.

Our discussion aligns to some extent with the literature: debi-
asing can be performed using post-selection inference without
data fission (Chen, and Witten 2023; Gao, Bien, and Witten
2024), restricting the clustering function C(·) to be K-means
or hierarchical clustering; debiasing is unnecessary in the data
thinning paper (Neufeld et al. 2024) because it does not consider
gene dependencies and thus assumeŝZ to be independent of the
non-marker genes.

In summary, debiasing is crucial in data fission but chal-
lenging to implement for post-clustering inference with general
clustering algorithms and in realistic scenarios. Further research
is needed to explore debiasing in the context of data fission for
unsupervised learning.
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